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ABSTRACT

Data quality is an important issue in any data store especially when it is used for analysis. Poor
quality of data would drastically affect the decision making process. Cleansing is an activity
performed before data is loaded into the warehouse to enhance the quality and consistency of the
data. This paper addresses one of the key data quality problem namely detection of duplicates. A
duplicate detection tool is built that implements two algorithms namely Sorted Neighborhood
method and Token based cleansing method. The tool was tested using student dataset of 118
records and showed an accuracy of 88.09%. This paper is a primitive analysis of how duplicates
can be detected in a dataset.
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INTRODUCTION

Explosion in the amount of data entered is leading to increased corporate attention on improving
the quality and accuracy of business data. The data given as input for the data mining process
should be of high quality in order for the results to be accurate and reliable. Before it is stored in
warehouse or mined the data goes through a process called data cleansing [6][9]. Poor data
quality can have a severe impact on the overall effectiveness of information systems. Data
cleansing tools help in improving data consistency and accuracy. A TDWI survey published in a
research report on data quality showed that customer and product data are the two main types of
business entity susceptible to quality problems. Customer data involves variations in names,
titles, phone numbers and addresses [10].Detecting and eliminating duplicated data is an
important problem in the broader area of data cleansing and data quality. A duplicate value is the
most serious kind of dirty data which leads to wastage of various resources. Many times the
same logical real world entity has multiple representations in a relation due to data entry errors,
varying conventions and other reasons. Hence a significant amount of time and money is spent

on the task of detecting and eliminating duplicates.

1. EXPERIMENTAL EVALUATION
We developed a prototype of a de-duplication tool that implements the two algorithms, Sorted
Neighborhood Method and Token Based cleansing algorithm.[5] The dataset used is a student
dataset consisting of 118 records. The dataset consist of fields namely Roll Number, Name,
Gender, Date of Birth, Father’s name, Address, Phone Number.
2.1 Preprocessing
Preprocessing is one of the important steps in the design of data warehouse or prior to data
mining. Preprocessing is done to standardize the data before implementing the algorithm to
remove errors such as mistyped letters or abbreviations. For example, DOB formats such as 19-
Dec-1978 or 19-12-1978 are converted into one standard format 19-12-1978. Abbreviations such
as rd, st are converted into road and street respectively. We introduce two types of errors
common in data warehouse namely equivalence errors and spelling errors [3]. Exact duplicate
tuples are those for which all the fields are the same. If there is a mismatch in any one field then
it is inexact duplicate. It is due to typographic errors or format mismatch in data.

2.2 Evaluation metrics
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Precision and Recall metrics are used to evaluate the duplicate elimination algorithms [2].
Precision is ratio of identified duplicates to the original duplicates. Recall is the fraction of pairs

of tuples an algorithm returns which are truly duplicates.

No.of duplicates identified
Recall = : =100
Total no.of duplicates present

1)
ALGORITHMS USED IN THIS STUDY
3.1 Sorted Neighborhood Method
This method involves the following phases.

Create Key: A key for each record in the list is computed by extracting relevant fields or portions
of fields.
Sort Data: The records are sorted by using the key found previously. By sorting, duplicate
records will come closer in the list. The effectiveness of this method highly depends upon the
comparison key that is selected to sort the records.
Merge: A fixed size window is moved through the sequential list of records in order to limit the
comparisons for matching records to those in the window. If the size of the window is ‘W’
records then every new record that enters that window is compared with the previous ‘w-1’
records to find matching records. The first record in the window slides out of it.
3.2 Token Based data cleansing method
This algorithm is implemented as follows:
Select Tokens: Select and rank 2 or 3 fields based on their record identifying abilities. Extract
smart token for each selected field as follows. Form numeric, alphabetic or alphanumeric tokens
after removing stop words and unimportant characters [4]. Table 1 gives the category of tokens
used.

Table 1: Tokens for the dataset

Tokens

Numeric

Alphanumeric
Alphabetic
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Sort Data: The records in the database are sorted by using the token found in the previous step.
To detect the duplicates two ratios, Similarity Match Count (SMC) and Similarity Match Ratio

(SMR) are calculated. They are calculated using the equation (2) and (3) as given below.

no of matching token fields

SMC =
no of token fields used

)

no of common characrters in the 2 tokens
S5MR =2+

Total no of characters in the 2 tokens
(©)
SMC and SMR use the token fields and identify all pairs of records as duplicates using Table 2.
Table 2: SMC values for identifying the duplicates

Match type SMC Values

Perfect match 1.0

Near perfect match Between 0.67 and 0.99
No Match Less than 0.33

May be match Between 0.33 and 0.66

Calculate SMR for may be match and the two tokens are a match if their SMR is greater or equal
to 0.67.

EXPERIMENTAL RESULTS
4.1 SNM Method

Figure 1 shows the result of three runs made to detect duplicates using SNM Method.
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0 — SNM detection
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Recall values for different runs of records in Sorted Neighborhood Method.
Recall value for 1* run= 91.07 %

Recall value for 2" run = 83.92 %

False Positive error for 3" run = 89.2%

Average recall value for SNM is 87.5%

4.2 Token Based Data Cleansing Method

120 4= =1 =
100 1
80 T Total records
60 1
40 1
20

0 1 1 1 1

1strun2ndrurdrd run

Recall values for different runs of records in Token Based data cleansing Method.
Recall value for 1% run= 82.14 %
Recall value for 2™ run= 92.86 %
Recall value for 3 run= 89.28 %

Average recall value for Token based data cleansing method is 88.09

Figure 3: Screen shot for SNM Method
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Figure 4:Screen shot for Token Based Method for single record.
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Figure 5:Screen shot for Token Based Method
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® Duplicate Records detected using Token Based Method

= u ] =
< em = . =
.
Duplicafe Records detected using Token Based Method

[sNo[RoiNg_[Name |Gender [D0B [Faterieme  [Ocoupaton [Adoress [Mabie

| 9] WADDS AudfuMrR Mele 29085 ReiC Secion S.penisor h 43{Padenur CoMbstoredd 976041466
[ 0] 074005 bR riele Z900% ReendersnC SecionSupenisor i tStPodenur CoMbatore-2 9760412456
E e F 150250 Meniogpen? hhiworker thabilid Singenall Coes 38406373
[ 8| 0728 Nitdelaa F TR ArMuga business e thedegeM 060 CEE-Z5 9013591620
| 1| mch AwkiR F 160328 Door RoMerspuA | Busmess rS\Ceil AsrooroMe Che 14 SGIMIZIES
|4 072003 Aneetvershinifl Femele 201064 Fengrathen SenvcziMiniser OF 1 No§ Velewan NegerBherat 730507904
|5 074003 AvestvershinRl F 2070650 Rengnathen SenvceiMinsier OF 1 No§ Velssan NegarBhersl 730507904
|| D7AC10 Miswer DhenepalP Mele NG Palsrisshyl  Late UpplipsleyesM FostCoe1s 9190621722
| 17| 074008 DeeikeR Femalz 13105 Rejendrani Busness NoT1.JomiNegar s Stlp 3080833735
|16 074006 DecqikeR Femalz 1310448 Rejendrantt Busiess NoTl.JofiNegar s Stlp 9680933735
|19 074008 DeeikaR F 131058 Rejendrani Busness b SENTE
| W7ACHS DecaikaR f 1371058 Rejendrantt Busiess b 3NN
[ 21| 074008 DeegikR f 1310%8 Rejendrani Busness BIITH
7| WACDE DecaikaR f 137105 Rejendrent Busmess TN
[ 15| 074008 DeeqikeRt Femalz Fejendreni Business No 11.Jofi Hegar i SHINITE
|13 000 Destptis  F 307/%0 ShanugolCD | Busiess sgoifdyopelayeh Che 5 35730734)

Total No Of Records e T

No of Perfect malch identified v

4. CONCLUSION
The data de-duplication tool is implemented successfully using Sorted Neighborhood Method
and Token Based Data Cleansing Method. Both the algorithms were tested with the same dataset
and the result analyzed. The tool was successfully tested for various runs. The analysis was done
based on recall value and false positive error. SNM could detect and eliminate duplicates but it
also identified false positives. Token based could detect duplicates with near match ad may be
match also. Further processing for near perfect match records needs to be done on token based

method to detect the duplicates very efficiently.
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